FOUNTAINS OF THE GDPR: PRINCIPLES RELEVANT TO DISCUSSIONS ON AUTONOMOUS WEAPONS

KEY MESSAGES

× During the development of the General Data Protection Regulation (GDPR), European legislators recognized the need to protect individuals from harms resulting from automated decision-making.

× Legislators included a general prohibition (subject to limited exceptions) on “decisions based solely on automated processing” in order to: 1) prevent data controllers from making legally significant decisions solely on the basis of an individual’s “data shadow;” and 2) avoid situations where data controllers abdicate their responsibility by placing too much trust in outcomes reached through automated processes. The prohibition essentially establishes a presumption that decisions based solely on automated processes are unacceptable, and that controllers bear the burden of demonstrating compliance.

× States that have adopted the GDPR have thus recognized the foundational argument that outcomes reached solely through automated processes threaten to violate human dignity by upending an individual’s right to “constitute” themselves.

× As states have sought to mitigate these risks in the civil context through the passage of the GDPR, legislative steps should be taken to address the very similar concerns which arise in the context of armed conflict regarding the use of automated weapons systems (AWS).

I. THE GDPR AND THE ESTABLISHMENT OF ALGORITHMIC ACCOUNTABILITY

The European Union’s adoption of the General Data Protection Regulation (GDPR) in April 2016 marked the culmination of a decades-long effort to establish new comprehensive rules on the processing of personal data. The regulation, which came into effect in May 2018, quickly became known as “the most consequential regulatory development in information policy in a generation,” and has had a dramatic influence on how countries throughout the world approach data protection.

Of most relevance to policy debates surrounding autonomous weapons systems (AWS), the GDPR includes a series of new regulations which address algorithmic accountability. As scholars have noted, there are numerous risks associated with unchecked automated processes; for example, automated decision-making, “can often be opaque, complex, and subject to error, bias, discrimination, in addition to implicating dignitary concerns.” The GDPR seeks to address these concerns by: 1) imposing obligations on “data controllers” who create risks of harm through automated decision-making; and 2) establishing new rights for “data subjects” whose interests may be affected by the controllers’ automated processing. These obligations and rights are captured by Articles 13, 14, 15, 22, and 35, each of which refers specifically to “automated decision-making” or “automated processing.”

DEFINING ‘AUTOMATED DECISION-MAKING’

Before addressing the scope of these regulations, it is necessary to first clarify how the GDPR defines “automated decision-making.” As the aim of this paper is to establish parallels between the concerns which motivated legislators to prohibit automated decision-making in the data protection context, and similar concerns about automation in the AWS space, it is important to clearly define what “automated” means in both contexts.
The Article 29 Data Protection Working Party, an advisory body now known as the European Data Protection Board (EDPB), provided guidelines on what constitutes a “decision based solely on automated processing.” In the ‘Guidelines on Automated Individual Decision-Making and Profiling for the Purposes of Regulation 2016/679,’ the Working Party explained:

“An automated process produces what is in effect a recommendation concerning a data subject. If a human being reviews and takes account of other factors in making the final decision, that decision would not be ‘based solely’ on automated processing. . . . To qualify as human involvement, the controller must ensure that any oversight of the decision is meaningful, rather than just a token gesture. It should be carried out by someone who has the authority and competence to change the decision.”

In simpler terms, European legislators were concerned about situations where data controllers automatically accept recommendations generated through a machine process, without imposing additional human checks or safeguards. Thus, legislators established a general prohibition on automated decision-making, allowing them only where there is meaningful human control.

Scholars in the AWS space approach the term “automated” in a very similar way, except, rather than focusing primarily on the need for human review after a decision has been reached, scholars focus on the degree of control or input-limitations needed before force is applied. The starting point of concerns is framed in a similar way: weapons in which, “force will be applied on the basis of data collected by sensors, without human evaluation of that data, and without a human setting the time and place of that application of force.” Control measures are then proposed in relation to the duration and spatial area of that process, and in terms of how things might be identified as targets. This approach—allowing for certain forms of automated decision-making where human intervention at the outset limits the range of possibilities—is essentially the mirrored version of the approach taken by the GDPR, which generally prohibits automated decision-making unless there is an opportunity for human intervention after the fact. An exception to this might be for systems that would target people directly, where the policy approaches of Article 36, Stop Killer Robots and the ICR amongst others suggest a blanket prohibition on automated targeting more in line with the GDPR approach.

The approach taken in the GDPR is arguably more restrictive than that adopted in the policy discussion on autonomous weapons. However, both of these approaches highlight legislative fears about pure automation and the absence of human intervention; thus, it follows that the concerns which motivated legislators to prohibit certain forms of automated decision-making in the data protection context, are applicable to the AWS space.

DEFINING ‘PROFILING’

While not the exact purview of this paper, it is also important to define how the GDPR approaches “profiling,” as many of the provisions on automated decision-making in the GDPR simultaneously address profiling issues. As defined by Article 4 of the GDPR, profiling involves:

“Any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular to analyze or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements.”

The Article 29 Working Party has explained that profiling involves three distinct elements: 1) an automated form of processing; 2) the use of personal data; and 3) an objective to evaluate personal aspects about a person. In regard to the third criteria, the Working Party noted that a data controller must have the purpose of using data on an individual’s characteristics, “to place them into a certain category or group, in particular to analyze and/or make predictions about.” Consequently, if a controller merely collects data about a user’s race, gender, or religion to gain a general composition of their clientele, it would not be profiling because the controller is not using the data to make predictions about certain behavior or to assess likely conduct.

While “profiling” and “automated decision-making” are often discussed together in the context of the GDPR, the scope of these two activities can differ because “profiling does not consist of a decision but rather an evaluation of personal aspects about an individual.” Profiling is essentially a decision-making tool used to assist or to inform data controllers about certain decisions. However, it is important to note that automated decision-making can occur without profiling. For example, “[i] mposing speeding fines purely on the basis of evidence from speed cameras is an automated decision-making process that does not necessarily involve profiling.

Although the concerns underlying the provisions on automated decision-making are more directly relevant to the AWS debate, and the legislative emphasis on profiling waned throughout the drafting process, the GDPR’s treatment of profiling has significant parallels to autonomous weapons. Specifically, the GDPR focuses on controllers who use data about an individual’s characteristics to predict how that subject will behave. Scholars in the AWS space express similar concerns about “target profiles.” Target profiles consist of “a set of conditions which result in a specific application of force being undertaken by the system.” For example, if on-the-ground sensors collect information which meets the pre-defined “target profile,” the system can apply force. In essence, these systems are making predictions about who these individuals are, and how they are likely to behave, based on patterns of data on the ground; the system could theoretically predict that a certain individual is an enemy combatant, and apply force against that individual, because the data collected on them matches the target profile of an enemy combatant. Thus, the practice of using target profiles in automated weapons is very similar to how controllers use profiling in the data protection context: both use a necessarily incomplete set of data to make predictions about who an individual is (or what an object is), leading to potentially life-altering consequences. While this paper will focus more on the automation provisions of the GDPR, the provisions on profiling are clearly applicable to ongoing discussions in the AWS policy space.

PROVISIONS ON AUTOMATED DECISION-MAKING AND PROFILING

Articles 13, 14, 15, 22, and 35 of the GDPR each address a certain aspect of automated decision-making. Articles 13, 14, and 15 function primarily to introduce more transparency into automated processes. Article 35 requires data controllers to conduct ex ante risk assessments, in the form of a Data Protection Impact Assessment (DPIA), prior to
utilizing new forms of processes that are likely “to result in a high risk to the rights and freedoms of natural persons.” Finally, while subject to significant scholarly debate, Article 22 has been interpreted as a general prohibition on certain forms of automated decision-making. Together, these regulations provide significantly more protection for data subjects who may experience harm as a result of automated processes.

ARTICLES 13 AND 14

Articles 13 and 14 enhance transparency within data processing by requiring that data controllers “ensure they explain clearly and simply to individuals how the profiling or automated decision-making process works.” Specifically, Articles 13(2)(f) and 14(2)(g) impose notification obligations on controllers. In order to “ensure fair and transparent processing,” data controllers must disclose: “the existence of automated decision-making, including profiling, referred to in Article 22(1) and (4) and, at least in those cases, meaningful information about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject.”

There has been significant scholarly debate on what data controllers need to provide to satisfy the “meaningful information” threshold, especially in the context of algorithms which may be challenging to explain to the general public. As the Article 29 Working Party Guidelines note, however, data controllers do not need to provide “a complex explanation of the algorithms used or disclosure of the full algorithm.” Instead, controllers must provide information which is “sufficiently comprehensive for the data subject to understand the reasons for the decision.” Scholars have argued that the phrase “meaningful information” should be interpreted flexibly, such that data subjects are able to exercise their rights without restricting the ability of data controllers to use innovative forms of artificial intelligence and machine learning. A flexible interpretation is also necessary given the fact that Member States have translated the phrase “meaningful information” differently. For example, “[t]he German text of the GDPR uses the word ‘aussagenkräftige [informationen],’ the French text refers to ‘informations utiles’, and the Dutch version uses ‘nuttige informative’ . . . [t]hesel are related, but not identical concepts, suggesting that a flexible, functional approach will be most appropriate.” Specifically, while the German words translate directly into the phrase “meaningful information,” the French and Dutch formulations are translated in English to mean “useful information.”

ARTICLE 15

In contrast to Articles 13 and 14, Article 15 is linguistically structured as a right for data subjects, rather than an obligation imposed on data controllers. Specifically, data subjects have the “right to obtain from the controller” information regarding “the existence of automated-decision-making.” Scholars have noted that the difference between Articles 13, 14, and 15 is that, “Articles 13 and 14 might require an overview of a system prior to processing, but Article 15’s access right could provide deeper disclosure, including insight into a particular decision affecting a particular individual.”

ARTICLE 35

Article 35 requires data controllers to conduct a Data Protection Impact Assessment (DPIA), “where a type of processing in particular using new technologies, and taking into account the nature, scope, context and purposes of the processing, is likely to result in a high risk to the rights and freedoms of natural persons.” In short, data controllers have an obligation to assess the risks posed by automated decisions and determine “whether the processing operations are necessary and proportionate, and the remedial measures planned to deal with the risks.” Of particular relevance to the AWS debate, GDPR legislators recognized that requiring data controllers to clearly explain the purpose, necessity, safeguards, and impacts of automated processing introduces more accountability into the process. In simpler terms, the inclusion of DPIA requirements, “makes it clear that the legislator ascribes a high risk to automated decisions.”

ARTICLE 22

Finally, the provision which is most relevant to the AWS debate is Article 22. Article 22 states that data subjects “shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.” There are three exceptions to this requirement. However, even if one of the exceptions apply, the data controller must implement measures to safeguard the data subject’s rights.

Since the GDPR’s passage, there has been significant scholarly debate on whether Article 22 should be interpreted as “a right to object to decisions [reached through automated means] or a general prohibition on significant algorithmic decision-making.” On this issue, the Article 29 Data Protection Working Party guidelines provide significant clarification:

“Interpreting Article 22 as a prohibition rather than a right to be invoked means that individuals are automatically protected from the potential effects this type of processing may have. The wording of the Article suggests that this is the intention and is supported by Recital 71.”

While the interpretive guidelines from the Article 29 Working Party do not have the “direct force of law . . . [t]hey are, nonetheless, strongly indicative of how enforcers will interpret the law.”

II. LEGISLATIVE CONCERNS RELATED TO AUTOMATED DECISION-MAKING

As articulated above, the GDPR has successfully implemented a range of tools aimed at curtailing the potentially harmful effects of automated decision-making; these Articles, and in particular Article 22, have already had a significant impact on how data controllers use automated forms of processing. The concerns that motivated the European Commission to establish such robust safeguards, which are highly relevant and analogous to concerns in the AWS space, are discussed in further detail below.

HISTORICAL ORIGINS OF ARTICLE 22 OF THE GDPR

The origins of Article 22 of the GDPR can be traced back to France’s 1978 Act on Data Processing, Files and Individual Liberties (Loi Informatique.
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78-17 du 6. Janvier 1978,\textsuperscript{39} which stated that “information technology should be at the service of every citizen. Its development shall take place in the context of international co-operation. It shall not violate human identity, human rights, privacy, or individual or public liberties. This Act shall apply to automatic processing of personal data as well as non-automatic processing of personal data.”\textsuperscript{40}

France’s pioneering 1978 Act influenced the development of Article 15 of the 1995 EC Directive on Data Protection (Directive 95/46 or “DPD”). Article 15 of the DPD is the predecessor to Article 22 of the GDPR.\textsuperscript{41} Indeed, the first draft of the GDPR,\textsuperscript{42} which was tabled by the European Commission on January 15, 2012, stated, “Article 20 [now Article 22] concerns the data subject’s right not to be subject to a measure based on profiling. It builds on, with modifications and additional safeguards, Article 15(1) of Directive 95/46 on automated individual decisions.”\textsuperscript{43}

Article 15 of the DPD, which was the “first pan-European legislative norm aimed directly at regulating purely machine-based decisions in a data protection context,”\textsuperscript{44} states:

“Member States shall grant the right to every person not to be subject to a decision which produces legal effects concerning him or significantly affects him and which is based solely on automated processing of data intended to evaluate certain personal aspects relating to him, such as his performance at work, creditworthiness, reliability, conduct, etc.”\textsuperscript{45}

The concerns that led to the passage of Article 15 of the DPD, the predecessor to Article 22 of the GDPR, were first articulated in the Council Directive Concerning the Protection of Individuals\textsuperscript{46} and the Proposal for a Council Directive Concerning the Protection of Individuals in relation to the Processing of Personal Data.\textsuperscript{47} These two documents are particularly important because there are very few recent documents which reveal the exact legislative rationale behind Article 22 of the GDPR.\textsuperscript{48} However, as scholars Isak Mendoza and Dr. Lee A. Bygrave noted, “it is safe to assume that the rationale [behind Article 22] is at least partly rooted in the concerns that gave rise to DPD Art. 15 over two decades ago.”\textsuperscript{49}

Two primary concerns emerge within these documents.\textsuperscript{50} First, the drafters were concerned that the proliferation of automated decision-making would “diminish the role played by persons in shaping important decision-making processes that affect them.”\textsuperscript{51} Second, drafters feared that “increasing automatization of decision-making processes engenders automatic acceptance of the validity of the decisions reached and a concomitant reduction in the investigatory and decisional responsibilities of humans.”\textsuperscript{52} The following sections address these concerns in tandem and highlight relevant connections to the AWS debate.

Connections Between the Concerns Motivating the Passage of Article 22 and Autonomous Weapons

Concern 1: Threats Posed by ‘Data Shadows’

Summary: ‘Data shadows’ can be erroneous and are inherently incomplete, and decisions based entirely on ‘data shadows’ threaten to undermine human dignity by upending an individual’s right to ‘constitute’ themselves.

Background: In the ‘Proposal for a Council Directive Concerning the Protection of Individuals in relation to the Processing of Personal Data,’ European legislators emphasized the dangers posed by automated decision-making. Legislators were concerned about the “potential weakening of the ability of persons to exercise influence over decision-making processes that significantly affect them, in light of the growth of automated profiling practices.”\textsuperscript{53} The legislators note:

“This provision is designed to protect the interest of the data subject in participating in the making of decisions which are of importance to him. The use of extensive data profiles of individuals by powerful public and private institutions deprives the individual of the capacity to influence decision-making processes within those institutions, should decisions be taken on the sole basis of his ‘data shadow.’”\textsuperscript{54}

Several scholars have connected legislative concerns about decisions taken solely on the basis of a “data shadow” with more foundational concerns for human dignity.\textsuperscript{55} For example, in analyzing the Commission’s explanation, Mendoza and Bygrave commented, “reading between the lines of these explanatory statements, we can discern not just fear about humans letting machines make mistakes but a concern to uphold human dignity by ensuring that humans (and not their ‘data shadows’) maintain the primary role in ‘constituting’ themselves.”\textsuperscript{56} In a separate paper, Bygrave posits the Commission was concerned that, “the registered data images of persons (their “data shadows”) threaten to usurp the constitutional authority of the physical self despite their relatively attenuated and often misleading nature.”\textsuperscript{57} In other words, granting data controllers the ability to make legally significant decisions solely on the basis of ‘data shadows’ undermines human dignity by subjecting individuals to harms based on potentially misleading, incomplete, or inaccurate information.\textsuperscript{58}

Connection to Autonomous Weapons Systems: Concerns about the risks posed by decisions triggered solely on the basis of a “data shadow” are highly relevant to the AWS debate. For background purposes, a “data shadow” consists of the “collective body of data that is automatically generated and recorded [by] . . . sensors and IP surveillance, metadata from communications and security and authentication mechanisms.”\textsuperscript{59} In formulating Article 15 of the DPD, and presumably Article 22 of the GDPR, legislators wanted to prevent data controllers from making decisions solely on the basis of this collection of data. Legislators recognized that “mechanical determinations” derived from data shadows can often be erroneous.\textsuperscript{60} Scholars have articulated similar concerns when discussing autonomous weapons, especially weapons in which, “the decision to attack is implemented through sensors that acquire data in the world, algorithms that process and classify sensor data according to pre-encoded profiles of targets, and actuators that apply kinetic or other force to targets.”\textsuperscript{61} In essence, these systems have the potential to make life-and-death decisions based on “data shadows,” or data collected through on-the-ground sensors.

There are subtle temporal differences between “data shadows” formed in the data protection context and “data shadows” formed in the AWS space. In the digital world, data shadows are developed over an extended period of time and have the potential to “linger” for decades.\textsuperscript{62} In contrast, “data shadows” in the AWS space are often collected and formulated based on real-time data on the ground; thus, decisions are made on a much more imminent, short-term basis. However, the
temporal differences between these two formulations do not alter the fact that the concerns about data shadows in the data protection context are highly relevant to negotiations in the AWS space. Specifically, data shadows can be erroneous, are necessarily incomplete representations of real humans, and can deprive individuals of their fundamental right to constitute themselves.

CONCERN 2: MISPLACED TRUST IN MACHINE-GENERATED OUTCOMES

Summary: Over-reliance on machine-generated outcomes can negate human responsibility and accountability, undermining the ability of data subjects to seek appropriate legal redress.

Background: In passing Article 15 of the DPD, legislators expressed concerns about the role of human accountability and responsibility during automated processing. Specifically, in the explanatory text for the Proposal for a Council Directive Concerning the Protection of Individuals in relation to the Processing of Personal Data, the Commission explained:

“The danger of the misuse of data processing in decision-making may become a major problem in future: the result produced by the machine, using more and more sophisticated software, and even expert systems, has an apparently objective and incontrovertible character to which a human decision-maker may attach too much weight, thus abdicating his own responsibilities. Article 16 (1) therefore lays down the principle that a person is not obliged to accept a decision of a public administration or of a private party which adversely affects him if it is based solely on automatic processing defining a personality profile.”

Legislators sought to combat the false narrative that “machines could not display the biases of people and so would be ideal neutral decision makers.” The final version of Article 22 of the GDPR directly responds to these concerns by requiring that humans are ultimately responsible for safeguarding the rights of data subjects. In explaining what constitutes appropriate “safeguards” under Articles 22(2)(b), 22(3), and 22(4), the Article 29 Working Party states:

“[H]uman intervention is a key element. Any review must be carried out by someone who has the appropriate authority and capability to change the decision. The reviewer should undertake a thorough assessment of all the relevant data, including any additional information provided by the data subject.”

In short, the text of the GDPR directly mandates that humans ultimately remain responsible for the potential harms created by automated processing; this, in turn, ensures data subjects who have been harmed can seek appropriate legal remedies.

Connection to Autonomous Weapons Systems: Concerns regarding both the over-reliance on machine-generated outcomes and the negation of human responsibility are similarly relevant to the AWS debate. For example, in a report on the risks posed by data issues in military autonomous systems, the United Nations Institute for Disarmament Research (UNIDIR) detailed the threats posed by reliance on automated processes; the report notes, “[a] badly calibrated or faulty sensor feeding an autonomous system might generate an incorrect measurement (such as the size, shape or speed of a target), or a human-generated data feed may include errors (incorrect numbers, spelling mistakes, incorrect formatting, etc.).” In other words, results generated through machine processes cannot be viewed as “objective” or “incontrovertible” given the potential risks posed by incomplete or incorrect data.

Regarding the negation of human responsibility and legal redress, autonomous weapons raise serious issues related to attribution and compliance with international humanitarian law (IHL). Autonomous weapons can be unpredictable and obscure, both of which pose challenges for legal compliance. For example, as the International Committee of the Red Cross (ICRC) explained, “if an AWS’ functioning is opaque, then humans responsible for the application of IHL rules – both persons entrusted with the legal review of an AWS and persons responsible for compliance with IHL during its use – could not reasonably determine its lawfulness under IHL.” In other words, there is an “accountability gap” whereby AWS users could potentially be held legally or administratively responsible for unpredictable outcomes generated by autonomous weapons, even though personally they lacked the requisite intent and understanding of how these systems work.

Thus, in both the data protection context and the AWS space, requiring meaningful human review ensures both that humans remain responsible and accountable for outcomes generated through automated processes and that there is alignment between legal redress and personal culpability.

III. CONCLUSION

The concerns which motivated legislators to implement new regulations for automated decision-making in the data protection context are highly relevant and applicable to ongoing policy debates in the AWS space. By accepting and implementing the GDPR’s provisions on algorithmic accountability, European states have recognized that subjecting individuals to automated decision-making, without meaningful human oversight, may violate human dignity. These concerns emerge most prominently in Article 22, which establishes a presumption that certain decisions based purely on automatic processes are unacceptable, and Article 35, which places an obligation on the data controller to ensure that automated processes adequately safeguard the rights of data subjects. In short, states recognized foundational concerns about automation in the civil context and responded by establishing a presumption that such systems are unacceptable unless proven otherwise by the controller; the controller bears the burden of demonstrating compliance. Similar attention, and perhaps a similar legislative approach whereby autonomous weapons are presumed unacceptable unless certain conditions can be met, should be further considered in the AWS space.
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